Abstract - Modern social infrastructure relies on computer security and privacy. As a result, there are many opportunities for individuals with malicious intent to cause great harm. This work aims to provide a theoretical basis for the design of static and dynamic software platforms that can create a suitable architecture for automatic malware detection and analysis. We demonstrate how formal methods involving programs static and dynamic analysis can be used to build such architectures, and propose automatic semantic malware detection and model extraction methods, circumventing difficulties met by other recent approaches. Our new technique for identifying malware involves automatically extracting invariant elements found in specific malware codes. These "malware-invariants," which remain unchanged even in obfuscated virus strains, can be used by semantic analysis programs as signatures that define the malicious code. We propose a host-based intrusion detection system using automatically generated models, where system calls are guarded by verification with pre-computed invariants. In this way, we can to identify deviations during the execution of applications. Our method also provides a way to detect software bugs and application vulnerabilities. We also show that any malware or intrusion detection system based on a static analysis method will be strongly reinforced by the possession of a database of precompiled invariants.

1 Introduction

Invariant properties are assertions, expressed in a specified logic, that hold true on every possible run of the system. A malware includes any software deemed to have malicious intent. A program that fits this classification could be a virus, trojan horse, or worm, to name some common examples. Malware represents a threat to our increasingly computer-reliant society. Thus, it is vital to understand the behavior of malicious software in detail. All current security systems, including anti-virus and other detection systems, suffer from a lack of automation in their malware analysis. In order
to provide automatic in-depth malware analysis and precise detection, a system must be able to automatically interpret malicious behaviors, not just syntactic signatures. Current malware detectors are “signature-based.” That is, the presence of a malicious program is detected when part of its code matches a known database of byte-signatures. Such current malware detectors are based on sound methods checking if the executable matches byte-signatures located in a database of regular expressions that specify byte or instructions sequences. But the main drawback to this approach is that malware writers can obfuscate [1] the code slightly to evade detection. Small changes that alter the program’s signature are enough to bypass many security checks. In addition, current intrusion detection systems often suffer from overly coarse abstraction methods. The number of malware variants that can use obfuscation methods increases exponentially each time a new malware type appears.

Malware writers can easily generate new undetected viruses, and anti-virus programs lag behind, as they must be updated very frequently. This update process is often much slower than the spread of the malware, since each new variant must to be analyzed precisely and its signature added to the database.

We propose a better method using the invariant sections of malware code. Invariant properties are aspects that hold true during every possible execution of the software. We seek to identify malware by automatically extracting the “malware-invariants” [42] from a specific code, and using these invariants in semantic analysis software. In order to do so, we need to adopt formal methods currently used to statistically verify a system’s correctness. Importantly, malware-invariants remain unchanged in virtually all of the obfuscated versions of the code. In other words, most of the novel strains of the malicious piece of code obtained by obfuscation techniques would still share the same unchanged qualities. Thus, by targeting these invariant properties, an anti-malware system would need only one semantic signature for each virus family.

Using this sort of static analysis with generated invariants, we show how to construct a suitable architecture for host-based intrusion detection systems. Host-based intrusion detection systems, which have seen tremendous progress in recent years, are systems that monitor application execution and report deviations from its programmed statistical model. The main drawback of these detection systems is that they monitor only program control flow structure and lack the precision to resist mimicry attacks [2] and non-control data attacks [3]. Our new strategy addresses the various deficiencies of current intrusion detection systems. Our model captures the control flow structure and the data flow characteristics of a program. It is automatically generated with very little monitoring overhead. Further, our method can show mathematically prove and report any intrusion once the violation of an application invariant is observed during the execution of the application. Being rigorous, they allow for no false alarms. Our model does not only prevent mimicry and non-data control flow attacks, it also can be used to detect logic bugs or other vulnerabilities in applications.

As the main contribution, we prove that any malware or intrusion detection system based on static analysis methods will be strongly reinforced by the presence of pre-computed malware invariants, and will also be weakened by their absence.

In Section 2, we present some malware characteristics and obfuscation techniques, as well as some current detection methods. In Section 3, we show how to generate a semantic signature based on a malware invariant. In Section 4, we discuss a theoretical basis that supports the design of our malware analysis platforms using formal methods. In Section 5, we present our intrusion detection monitoring system with vulnerability auditing. Finally, we present our conclusions in Section 6.
2 Malware Characterization, Identification, and Obfuscation

2.1 Malware and Virus Characterization

All malware programs display the following behaviors:

1. An infection strategy
2. Malicious actions called “payloads”
3. Boolean control conditions, or triggers, to determine when a payload should be activated.

A classification of malware with respect to their effects and propagation methods has been proposed by McGraw and Morrisett [4]. Adelman [5] and Cohen [6] showed that the security research community lacks a mathematical formalism that can serve as a scientific basis for malware classification. We can define three properties in particular that characterize classes of malware. The first is active propagation, based on whether a malicious program can propagate passively using self-instance replication and/or self-modification. The second is population evolution. A malware family can be characterized by its ability to form variants. The third is the context-dependence exhibited by the malicious program. That is, if the payload release requires other executable code or a pre-compilation step. A classification of some malware types using these three properties is shown in table 1. Other malware types, such as hybrid malware programs, or network assaults like the use of so-called “botnets” for denial-of-service attacks, could be also classified by combining and extending these properties. In subsection 5.2, we will consider more specific characterization properties, like obfuscation and encryptions techniques, that will be relevant to our approach to automated malware analysis.

<table>
<thead>
<tr>
<th>Type</th>
<th>Active Propagation</th>
<th>Variants</th>
<th>Context-free</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virus</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Worm</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Spyware</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Adware</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Trojan</td>
<td>No</td>
<td>No</td>
<td>Partially</td>
</tr>
<tr>
<td>Back Door</td>
<td>No</td>
<td>No</td>
<td>Partially</td>
</tr>
<tr>
<td>Rabbit</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Logic Bomb</td>
<td>No</td>
<td>No</td>
<td>Partially</td>
</tr>
</tbody>
</table>

Table 1: Characterization of malware types

As a result, malware writers can evade detection by injecting code into their programs in such a way that preserves the malicious behavior, but slightly changes the resulting signature. This technique is called obfuscation [1] and, when implemented, makes the malware variants created very difficult to detect. Commercial antivirus scanners are particularly susceptible to this type of method.

Common obfuscation techniques include polymorphism and metamorphism. In these cases, the virus obfuscates its payload during its latency period but de-obfuscates the malicious code prior to execution. Once a new type of malware appears, the number of derivative versions generated by obfuscation can increase exponentially. In this way, malware writers can easily generate new undetected viruses. Antivirus databases must be updated to include every variant in its signature database in order to provide complete security.
2.3 Obfuscation Strategies for Infection Mechanisms, Triggers, and Payloads

Malware can be obfuscated at each of its three main mechanisms, namely, infection, trigger-detection, and payload delivery. However, the obfuscation must be reversed before the code can be made functional again. This requires a decryption loop, which de-obfuscates parts of the body of the code in a specific writable memory location. This de-obfuscation mechanism can use a random key or an encryption library. Thus, the encrypted malicious code can be very difficult to detect. Because of this, polymorphic malware detectors sometimes try to detect the decryption loop itself. The unchanging part of an encrypted virus, which can randomly modify its key for each instance, is the decryptor loop. To avoid this, a polymorphic virus modifies its decryption loop at using several automatic transformations, and a single progenitor virus can easily generate billions of loop versions [7]. Metamorphic viruses can change even the body of their code using a variety of obfuscation techniques when they replicate. To modify the decryption loop, or to obfuscate some code, malware programs can use a mutation engine [1] to rewrite the loop with other semantically equivalent sequences of instructions [8] and/or rename register memory locations. This can be done using unconditional jumps, inlining or outlining the body of function codes, using new function calls, inserting junk code, using treded versions, and a host of other tricks.

Example 1. As an illustration, consider the following two pieces of pseudo-code:

```plaintext
1 Function_0(); 1 Function_1(); Function_2();
3 Function_0 { 4 Function_1 {
4 R_1 = 3; 5 R_1 = R_2 / 2;
5 R_2 = R_1 + R_2; 6 R_2 = 6;
6 R_3 = R_1 * R_2; 7 R_3 = R_2 + R_1 * R_2;
7 R_4 = R_2 - 3; 8 Return;}
8 R_5 = R_4 * R_3; 9 R_4 = R_1;
9 R_6 = R_5 / R_4; 12 R_5 = 3 * R_1 * R_1 * R_1;
10 Return;} 13 R_6 = R_3;
```

The code on right is simply an obfuscated version of the code on the left which maintains the overall semantic behavior.

We will see in the following section that decryption loops still share some common features, and that these invariants are more difficult to morph in an automated fashion.

3 Malware Invariant Semantic Signatures

3.1 Static Analysis for Detection and Identification

To be able to analyze an unknown binary code, one needs an intermediate representation [9, 10], as shown in example 2.

Example 2.

```plaintext
1 ... // ...
2 dec ecx // ecx <-- ecx -1
3 jnz 004010 B7 // If (! ecx =0 ) goto 004010 B7
4 mov ecx , eax // ecx <-- eax
5 shr eax , 8 // eax <-- eax <= 8
6 ... // ...
```

The right column shows the semantics of each set of x86 executable instructions expressed in a C-like notation [9, 10, 48, 49]. Also, [48, 49] provide interface with SMT solvers [50] (automated deduction methods for checking the satisfiability of first-order formulas with respect to some logical theory T of interest) and with decision procedures that support the SMT standard library format [51]. Using such tools, one can obtain a C-like intermediate representation and check automatically if a
specific property, an assertion, holds true at a specific location on every possible execution of the code. These tools will be helpful to check if an assertion is an inductive invariant.

Some malware detection algorithms [11, 12, 13] attempt to incorporate instruction semantics in order to detect malicious behavior. Semantic properties are more difficult to conceal in an automated fashion than are syntactic properties. The main problem with this approach is that it relies on abstracted semantic information e.g. def-use information. Instead of dealing with regular expressions, these programs try to match a control-flow graph, enriched with def-use information to the suspect binary code. Those methods eliminate a few simple techniques of obfuscation as it is very simple to obfuscate def-use information by adding any junk code or by reordering operations that would either redefine or use the variables present in the def-use properties.

Our approach to the problem of malware detection generates quasi-static invariants directly from the specified malware code, and uses them as semantic signatures that we call malware-invariants. To detect a piece of malicious code, we could check if there is an assertion in our malware-invariant database that holds in one of the reachable program states. In order to do so, we use formal methods for invariant generation and assertion checking. This will make it much more difficult for a malicious code writer to evade detection using common obfuscation techniques. Thus, to defeat each family of viruses, we would need to generate only a few semantic signatures.

We propose to use, combine and compose many static and dynamic tools in order to automatically generate invariants which are semantic-aware signatures of malwares, i.e. they are malware-invariant.

### 3.2 Automatic Generation of Malware Invariants

Malware invariants could be computed directly using one of several invariant generation methods, such as based on a complementary logic and a collection of these tools could be made available through a communication framework. We provide a theoretical basis for the construction of a static analysis platform that can form a suitable architecture for the extraction and identification of suspected malicious behaviors. Here, we consider several invariant generation techniques where the automatically computed invariants would be expressed by specific logics.

For example, methods described previously [40, 41], can handle logics with non-linear arithmetic and inequalities. Using these techniques, one can generate non-linear invariants in several guises, including logical assertions, formulae regarding the relationship of values in registers, memory locations, variables, system call attributes, and many others.

**Example 3.** Consider the following piece of code expressed as an intermediate representation after a transformation process.

```
1 integer R_1,R_2,eax,ebx,ecx,OxN ;
2 ...
3 where (eax=R_1 && ebx=ecx=R_2 && OxN =0)
4 ...
5 while (eax != ebx ){
6 while (eax > ebx ){
7 eax = eax - ebx ;
8 y_4 = OxN + ecx ;
9 }  
10 while (ebx > eax ){  
11 ebx = ebx - eax ;
12 ecx = ecx + 0xN;  
13 }  
14 }
15 ...
```

We can, for instance, generate the following invariant:

```
Invariant Generation [Logic: Non-linear Arithmetic]
eax * ecx + ebx * OxN − R_1 * R_2 = 0
```

In order to handle system calls and function calls effectively, we consider the techniques described in Tiwari et al. [14, 15], which provide invariants over a logic with uninterpreted function and inequality. This theory uses several level of abstract interpretation [47], and is based on unification theory [16]. However, the
implementation of this method also requires modifications of the CIL tool [17] to generate an intermediate representation before proceeding.

Example 4. Consider the following piece of code with uninterpreted functions called Func_F and Func_G. Note that these could be any system call or function call with a similar signature.

```c
1 void
2 Func_File_Descriptor(int fd_1 ,int fd_2){
3 ...
4 int r1 ,r2 ,r3 ,r4 ,r5 ,a;
5 6 if ( fd_1 == fd_2 ) {
7 r1= Func_F(fd_1 - fd_2 );
8 r2= Func_F(Func_F(0));
9 }
10 else {
11 r2= Func_F(r1);
12 }
13 r3= Func_F(r1);
14 a=fd_2 -1;
15 if ( fd_1 == a){
16 r4= Func_G(fd_1 , 2*fd_1+1);
17 r5= Func_G(fd_1 , Func_G(fd_1 , 2*fd_2-1));
18 }
19 else {
20 r5 = Func_G(fd_1 , r4);
21 }
22 }
```

For this piece of code, we could generate the following invariant:

```
Invariant Generation [Logic: Uninterpreted Function]
   r3 = r2
   fd_2 + -1.000000*a = 1.000000
   r2 = Func_F(r1)
   r5 = Func_G(fd_1 , r4)
```

We can see that this exercise yielded a set of relationships between function or system calls returned values and attributes. If we interpret Func_F and Func_G as being two common system calls dup() and dup2(), we immediately obtain a similar invariant:

\[
(r3=r2)\land(fd_2-a=1)\land(r2=dup(r1))
   \land(r5=dup2(fd_1,r4)).
\]

We could just as easily have considered any other logical system with an associated invariant generation techniques. Our main contribution here is to demonstrate that many obfuscation techniques, as introduced in Section 2.3, will not affect the computed invariants.

4. Quasi-Static Malware Analysis

We propose new concepts and a theoretical framework [42] that can be used to compute exact invariants, i.e. inductive provable invariant, using hypotheses, i.e. likely invariants, that are true properties on all observed execution traces, in a certain training period. We could then generate likely invariants which are properties that hold at any program point in the observed execution trace, using test methods. We can turn likely invariants into exact invariants using verification methods, such as assertion checkers [18, 19]. We call this new view of program analysis “quasi-static analysis.” Figure 1 illustrates the architectural structure of this new framework.

Some of the likely-invariants computed by a Dynamic Analysis are real invariants. They hold in all possible executions of the program. Then, using theorem provers or assertions checkers, one may confirm proposed properties during the dynamic analysis are real invariants. These computed malware-(likely)invariants are then treated as the program signatures. One can then use pushdown model checking techniques and theorems proving methods, combined with program verification tools, to detect the presence of malicious behavior described by our malware-invariants. If the malware invariants describe reachable states in the verification process, then we can guarantee that the software displays the suspicious behavior. Written more formally, a malware invariant \(\Phi\) can be identified using the procedure just described. Then, one can use similar invariant generation methods, applied to the vulnerable executable code being inspected, to generate an invariant \(\psi\). Then, one could check if \(\psi \Rightarrow \Phi\) using a theorem prover, an SMT Solver, or other decision procedure. Alternatively, one could generate a push down system to model
the malicious behavior by combining control flow and data flow analysis. These abstract state graphs, which we call malware PDS, capture both the control and data flow properties of the malicious behaviors. We can then combine malware invariants and malware PDS to form formal signatures. One can, then, build formal signature database as illustrated in figure 2.

On the other hand, we could also extract invariants from the code being inspected using similar methods and check, using decision procedures, if one of these signatures implies a known malware invariant. In addition, we could check if the code behavior allows the possible run in one a previously discovered malware PDS. The malware detector method described in this Section is sound with respect to the signature that is being considered as the representation of malicious behavior. This point is illustrated in Figure 3.
In Section 3, we described a working theoretical platform, and its associated host-based intrusion detection system, following a similar proof-of-concept. A semantic malware detector can then be built upon this intrusion detection system.

5 Guarded Monitors For Host-based Intrusion Detection Systems

Host-based intrusion detection systems (H-IDS) monitor specific application execution in order to report any deviation from its model of permitted actions, which are pre-computed in an attack free environment [20, 21, 22]. Current H-IDS attempt to check for anomalies in the stream of system calls generated by the execution of applications [20, 21, 22, 23, 24]. These models need to capture as many of the legitimate sequence of system calls as possible. As mentioned before, these monitors often use overly coarse abstraction models that capture only the control-flow structure of programs. These approaches suffer from the lack of any significant data-flow analysis, and this imprecision explains why they can be defeated by:

- automated mimicry attacks [2, 25], which allow the execution of malicious code designed to produce a sequence of system calls that conform to the model,
- non-control-flow attacks [3, 26], and
- logic bugs and vulnerabilities difficult to detect and easy to produce.

To implement our method, we automatically generate invariants in a safe environment. Any subsequent system call is checked against these permitted invariants. Our model would detect any automated mimicry attack, non-control-flow attack, or logic bug, as these events inevitably violate one of our pre-computed allowed invariants. Our monitor captures control and data flow integrity information to insure that:

- system calls occur in the order specified by the monitor (control flow integrity) and
- pre-computed specified invariants are checked at all system call locations (data flow integrity).
Such invariants, which can include assertions, crucial properties about functions and system call arguments, returned values, branch predicates at control locations, input variables, and others, are checked against the image of the process that was obtained while monitoring the execution of the applications. These monitors are visibly pushdown automaton [27], and can be built automatically using a combination of static and dynamic analysis. This has been previously done using predicate abstraction [44], invariant generation techniques [31, 45], likely-invariant generation and dynamic analysis [29], inter-procedural propagation techniques, and assertion checking techniques [30, 46]. Any behavior that is impossible to simulate by our monitor will raise an alarm and the identification of an intrusion. An alarm is a proof of an abnormal behavior issued by the violation of control and data flow integrity induced by an intrusion.

As we discuss in R. Rebiha and H. Saidi [42], our monitor has the following properties:

- Expressivity, in that can detect more attacks than the approaches described in reference [28];
- Effectiveness, since our monitor can detect all attacks generated by the methods of reference [25]; and
- Precision, since our monitor can detect logic bugs and vulnerabilities when determinism is reach during its construction.

**Example 5.** Consider the program Func/File_Descriptor depicted in Example 3 (Section 3.2). Here we interpret the functions Func_F and Func_G as follows:

```
1 int Func_F(int i_1, int i_2) {
2     int t_1, t_2, t_3;
3     t_1 := i_1; t_2 := i_2 + 1;
4     if (t_1 < t_2) {
5         t_3 := t_2 - t_1;
6         t_1 := t_3 + t_1;
7     }
8     else {
9         t_3 := t_1 - t_2;
10        t_2 := t_3 + t_2;
11    }
12    t3 := t1 / t2;
13    return t3;
14 }
```

```
1 int Func_G(int a, int b) {
2     int ret;
3     if (b < 15) {
4         write(b,...);
5         ret := b;
6     }
7     else {
8         close(b,...);
9         ret := a;
10    }
11    return ret;
12 }
```

Figure 5 describes our generated model using invariant generation and propagation. We consider the predicates:

\[ B \cup (fd_1 = fd_2 - 1) \] and \[ P \cup (b < 15) \].

As we can see we have an action guarded transition system. Transitions are labeled by a deduction rule, such as:

\[ (\emptyset B \cup P) \mid write(b,...). \]

In that case, the transition is allowed in our model if and only if

1. The application is willing to perform a system call `write(b,...)` and
2. The invariant \( (\emptyset B \cup P) \) is checked against the image of the process and holds at the system call location mentioned above.

Locations in our model are represented by the blue squares in Figure 4. We detect an intrusion if there are no transitions allowed at one location that is not the final location of the automaton. We note that we could add here many more pre-computed invariants to be checked at system call locations, for instance, we could add the one generated in Example 3 (Section 3.2).

Such monitors can also detect the non-control-flow attacks. For instance, we were able
to detect attacks [3] on ghttpd where filenames were overwritten, and on wu-ftpd where userid’s were manipulated. We also detected attacks [36] on the command rm.c, where a race condition could rewrite path name. Our approach also allows us to detect attacks [37, 38] where the authentication flags were manipulated.

6 Conclusions

We introduced an extensive invariant-based formal platform for malware analysis. In particular, we proposed a method for generating invariants directly from specified malware code and using them as semantic signatures. These signatures will not be affected by obfuscation methods that create malware variants, which were previously difficult to detect. The invariants found represent a concise semantic summary of the malicious behavior of an entire family of viruses. Following this theoretical framework, we described a set of intrusion detection systems using automatically generated models, where system calls are guarded by pre-computed invariants in order to detect deviations during the execution of applications. Our method also provides a way to detect logical errors and application vulnerabilities. Existing malware detection systems would be strongly reinforced by adopting our invariant detection method. Our platform is also flexible as any invariant generation method could be incorporated. In other words, it is an open, lightweight architecture, where any invariant generation tool can be connected into a tool bus where invariants, expressed in different logics, will help in the identification of malicious behavior or in the construction of a precise intrusion detection system while conserving system resources.
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